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Goal
Discover barriers and opportunities for 
bringing research infrastructures to the 
broader communities.

Existing European HPC infrastructures
Benefits and challenges of accessing HPC 

resources for research
Topics for discussion

Outline



Existing research infrastructures



The European High Performance Computing 
Joint Undertaking - EuroHPC JU

https://eurohpc-ju.europa.eu/index_en 

● develops, deploys, extends and 
maintains in the EU a world-leading 
federated, secure service and data 
infrastructure ecosystem;

● aims to broaden the use of that 
supercomputing infrastructure to a 
large number of public and private 
users and support the development 
of key HPC skills for European 
science and industry.

https://eurohpc-ju.europa.eu/index_en


EuroHPC Supercomputers 
● Lumi - pre-exascale supercomputer located in Kajaani, Finland (539.13 petaflops)
● Leonardo - pre-exascale supercomputer located in Bologna, Italy (315.74 petaflops)
● Mare Nostrum 5 - pre-exascale supercomputer located in Barcelona, Spain (295.81 petaflops)
● Meluxina - supercomputer located in Bissen, Luxembourg (18.29 petaflops)
● Karolina - supercomputer located in Ostrava, Czechia (12.91 petaflops)
● Discoverer - supercomputer located in Sofia, Bulgaria (5.94 petaflops)
● Vega - supercomputer located in Maribor, Slovenia (10.05 petaflops)
● Deucalion - supercomputer located in Guimarães, Portugal (5.01 petaflops)

● Jupiter - supercomputer located at Forschungszentrum Jülich (future; expected 1 exaflop)



How to apply? 
Open calls with a dedicated set of resources, scope, time-frame and topic



Lumi: How to apply for country 
guaranteed resources

Depending on the country, grant 
negotiations may be done through 
national infrastructures (e.g. for Poland 
this is handled by the PLGrid 
infrastructure)



PRACE - Partnership for advanced 
computing in Europe

https://prace-ri.eu/ 

PRACE RI has 25 member countries whose 
representative organisations create a 
pan-European infrastructure, providing access 
to resources and services for large-scale 
scientific and engineering applications

The computer systems accessible through 
PRACE are provided by 5 PRACE members 
(BSC representing Spain, CINECA 
representing Italy, ETH Zurich/CSCS 
representing Switzerland, GCS representing 
Germany and GENCI representing France). 

https://prace-ri.eu/


How to apply?

Open calls - however, the list of 
open calls may sometimes be 
empty.



EGI: Advanced Computing for a 
Data-Driven Future

https://www.egi.eu/ 

https://www.egi.eu/


EGI services

https://www.egi.eu/ 

EGI delivers advanced computing 
services to support scientists, 
international projects, research 
infrastructures and businesses.

EGI Core is a federation and 
management platform that. EGI 
Federated Cloud Platform (FedCloud) 
is a federated cloud infrastructure. EGI 
High-Throughput Computing Platform 
(EGI HTC) offers large scale batch 
processing.

https://www.egi.eu/


EOSC Association

https://eosc.eu/ - works to 
advance Open Science in 
the service of creating 
new knowledge, inspiring 
education, spurring 
innovation and promoting 
accessibility and 
transparency.

https://eosc.eu/


EOSC Marketplace

Easy resources, services, data search

Future marketplace version can be found at: 
https://marketplace.sandbox.eosc-beyond.eu/ 

The EOSC EU node offers:
● File sync/sharing
● Interactive notebooks
● Large file transfer
● Virtual machines
● Cloud container platform
● Bulk data transfer facilities

https://marketplace.sandbox.eosc-beyond.eu/


EOSC: Calls & Grants
Research infrastructures (RIs), including the 
European Open Science Cloud (EOSC), and 
technology infrastructures are fundamental 
enablers of research and technological 
innovation as well as drivers of 
multidisciplinary and data-intensive science.

The Research Infrastructures work programme 
is structured around five destinations, one of 
which is fully dedicated to the European Open 
Science Cloud: Destination – Enabling an 
operational, open and FAIR EOSC ecosystem 
(INFRAEOSC).



Elixir
https://elixir-europe.org/ - life 
sciences infrastructure, 
bringing together scientists 
from 24 countries and over 
250 research institutes.

https://elixir-europe.org/


National initiatives, e.g. PLGrid in Poland

https://plgrid.pl/

National HPC and data storage 
federation composed of the 
leading supercomputing centers 
which specialize in provisioning 
resources for researchers.

Available free of charge to 
national researchers and their 
foreign collaborators.

https://plgrid.pl/


How to apply?
https://portal.plgrid.pl/ - unique 
features: 

● Support for continuous grant 
applications

● Holistic affiliations, teams, 
subordinates, grant 
managements with delegation 
of information to HPC, Storage 
and Cloud systems

● Grant settlement calls for 
research publications 
co-authored by PLGrid users, 
along with suitable 
acknowledgements

https://plgrid.pl/


The upside
● Many initiatives/infrastructures offering:

○ services
○ storage
○ computing infrastructures
○ expertises
○ support for creating and publishing open science

● Support from the EU commission for performing research:
○ grants
○ supporting initiatives such as EuroHPC, EGI, Elixir, etc.



The downside
● Open calls for resources/services can be structured around different schedules than what is 

required by my my research (there are exceptions - e.g. the Polish PLGrid infrastructure supports 
continuous grant applications).

● Applying for computational grants can be complicated and time-consuming.
● Computational grants cannot be guaranteed by the EU while applying for EU-funded projects. 
● There is no clear funding path for sustainability of services and platforms developed in the course 

of research projects (especially when such services do not have a commercial potential, and are 
research-focused). 

● HPC infrastructures operate on job submission/queuing mechanisms - there are typically no 
guarantees that a specific job will be executed within a specific timeframe (the solution is to have 
dedicated resource reservation options, but this is quite complicated to set up and rarely 
supported by HPC providers)

● Computing infrastructures are shared among researchers, and sometimes end up overloaded in 
the run-up to important events (e.g. conferences)

● No unified user identity provider and user rights delegation between infrastructures
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Questions for discussion



What are the barriers to perform your 
research on EU funded infrastructures?



What is your approach to making your project 
results sustainable on EU funded infrastructures?



Given that teams involved in VHT research rely 
on different e-infrastructures, and need to 
share and integrate their services, to what 

extend does the issue of interoperability of EU 
infrastructures pose a problem?



How do you handle situations where your 
research project calls for 

computing/storage/other resources which are 
not available to you?



What is your opinion on using commercial 
HPC and cloud resources for research 

purposes?



How are your local storage resources integrated 
with European infrastructures? Do you make 

your research data available to broader 
communities?



How do you feel about paying for research 
infrastructures from your research grants? Do 
you find it easy or difficult to allocate funding 

for such activities in your research grants?
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Any other challenges?


